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Abstract—This paper addresses the problem of disseminating
multiple live videos to mobile users by using a hybrid cellular
and ad hoc network. Specifically, we develop techniques to
optimize the overall quality of video delivery by: (a) exploiting
the flexibility of layered videos for in-network adaptation
to reduce the gap between video coding rate and network
capacity, and (b) alleviating the load of individually handling
a large number of flows at the cell tower by using device-
to-device ad hoc connectivity to deliver videos. We study the
problem of optimally choosing the mobile devices that will
serve as gateways from the cellular to the ad hoc network,
the ad hoc routes from the gateway to individual devices, and
the layers to deliver on these ad hoc routes. We develop a
Mixed Integer Linear Program (MILP) based solution to the
considered problem. We also develop a heuristic algorithm to
select the devices, routes, and layers more efficiently than the
ideal, but potentially time-consuming MILP-based algorithm.
We evaluate the proposed techniques via through simulations.
The simulation results show that the proposed algorithms
significantly outperform the current solution in terms of overall
video quality, transmission latency, delivery ratio, and missed
frame ratio. For example, compared to the current cellular
network, the MILP-based and the heuristic algorithms result
in up to 20 dB higher video quality. Furthermore, the heuristic
algorithm runs efficiently yet achieves near-optimal quality: at
most 2.3 dB gap across all experiments.

Keywords-wireless networks, video streaming, quality opti-
mization, resource allocation

I. INTRODUCTION

Recent market forecasts predict that mobile data traffic
will increase 39 times over a span of five years, and 66%
of the increase will be attributed to mobile video traffic [1].
Cellular service providers have already had a hard time to
keep up with the staggering increase in data traffic [2],
[3], and will have to carefully engineer their networks of
supporting the tremendous amount of mobile video traffic
in the future. Today, cellular networks are unable to handle
large scale live video distributions since existing cellular
deployments do not natively support multicast and broadcast.
In fact, a measurement study reports that each UMTS
HSDPA cell can only support 4 to 6 mobile video users at
256 kbps [4], which renders massive live video distribution,
e.g., for soccer and other sports games, less commercially-
viable.

Cellular service providers may address the capacity issue
by: (i) deploying more base stations, (ii) upgrading their base
stations, e.g., to support Multimedia Broadcast Multicast
Services (MBMS) [5], or (iii) building dedicated broadcast
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Figure 1: A hybrid cellular and ad hoc network.

networks, such as Digital Video Broadcast–Handheld (DVB-
H) [6]. However, these solutions incur high infrastructure
costs and may not be compatible with current mobile de-
vices. Hence, a better solution is desirable. Since modern
mobile devices are equipped with multiple network inter-
faces, cellular service providers may offload mobile video
traffic to an auxiliary network. As illustrated in Fig. 1, we
consider a hybrid cellular and ad hoc network consisting of
a base station and multiple mobile devices. Mobile devices
relay video data among each other using ad hoc links,
exploiting such a free mechanism of distribution alleviates
bottlenecks and reduces cost for cellular service providers.
Note that distributing videos over an ad hoc network is more
complex than distribution over a centralized network, such
as a WiMAX network or a WiFi hotspot; we expect to be
able to easily generalize our analysis to centralized auxiliary
networks, which is one of our future focus areas.

While a hybrid cellular and ad hoc network has potential
to capitalize on the complementary features of both networks
for low-cost yet reliable massive live video distribution,
transmission of video data must adhere to the timing needs
inherent in the delivery and playback of video content.
Traditionally, computationally complex transcoders [7] are
used by video servers to reduce the video coding rates in
order to guarantee ontime delivery of video data. However,
in a hybrid network, real-time transcoding is not feasible on
resource-constrained mobile devices, and thus we employ
scalable videos [8] for in-network video adaptation [9]. More
precisely, at the base station, scalable coders encode each
video into a scalable stream consisting of multiple layers,
and each mobile device can selectively forward some layers



to its neighbors in a timely fashion.
In this paper, we study the problem to optimally de-

termine: (i) the mobile devices that will inject video data
from the cellular network into the ad hoc network, (ii) the
multi-hop ad hoc routes for disseminating video data, and
(iii) the subsets of video data each mobile device relays to
the next hops under capacity constraints. We formulate the
optimization problem into an Mixed Integer Linear Program
(MILP), and propose an MILP-based algorithm to optimally
solve it. Solving the MILP problem for hybrid networks
with large numbers of mobile users is complex and time-
consuming. To address the dual challenges of scalability
and performance, we also propose an efficient heuristic
algorithm. We conduct extensive simulations to evaluate the
MILP-based and heuristic algorithms. The simulation results
show that: (i) the hybrid network indeed improves the overall
video quality, by up to 20 dB improvement, (ii) the proposed
heuristic algorithm achieves near-optimal performance with
at most 2.3 dB gap across all simulations, and (iii) the
proposed heuristic is fast, and is more practical for hybrid
networks with a large number of mobile devices.

The rest of this paper is organized as follows. We present
related work in Sec. II and present the overall problem
in Sec. III. We mathematically formulate the optimization
problem in Sec. IV and propose solutions in Sec. V. The
evaluation of the proposed approaches using trace-driven
simulation results is presented in Sec. VI. We conclude in
Sec. VII with future research directions.

II. RELATED WORK

Using an auxiliary ad hoc network to increase the capacity
of a cellular network has been considered in the literature.

• Unicast Data Transfer. Luo et al. [10] design a
hybrid network that can route cellular data via other
mobile devices with higher cellular data rates using
a WiFi ad hoc network. Through simulations, Hsieh
and Sivakumar [11] show that generic ad hoc protocols
do not work well in hybrid cellular and WiFi ad hoc
networks, and propose two approaches to improve the
efficiency of ad hoc protocols. First, the base station
can run optimization algorithms for the WiFi ad hoc
network. Second, mobile devices connected to other
access networks can offload traffic from the cellular
network to those access networks.

• Multicast Data Transfer. Law et al. [12] evaluate a
hybrid network in which some mobile devices act as
gateways and relay data to mobile devices outside the
range via a multi-hop ad hoc network. Lao and Cui [13]
propose a hybrid network, in which each multicast
group is either in the cellular mode or in the ad hoc
mode. Park and Kasera [14] consider the gateway node
discovery problem, and model ad hoc interference as
a graph coloring problem. Bhatia et al. [15] formulate
a problem of finding the relay forest to maximize the

overall data rate, and they propose an approximation
algorithm to solve it.

Unlike above works [10]–[15], we focus on delay sensitive
live video distribution over a hybrid network–a problem
that has not been throughly addressed. Qin and Zimmer-
mann [16] present an adaptive strategy for live video dis-
tribution to determine the number of quality layers to be
transmitted between two mobile devices. Hua et al. [17]
formulate an optimization problem in a hybrid network to
determine the cellular broadcast rate of each quality layer.
In the ad hoc network, a flooding routing protocol is used to
discover neighbors and a heuristic is employed to forward
video data. Our work differs from Hua et al. [17] in several
aspects: (i) we propose a unified optimization problem
that jointly finds the optimal gateway mobile devices, ad
hoc routes, and video adaptation, (ii) we consider existing
cellular base stations without MBMS support, and (iii) we
employ Variable-Bit-Rate (VBR) streams.

III. LIVE VIDEO DISTRIBUTION IN HYBRID NETWORKS

A. System Overview and Notations

We consider a hybrid network (see Fig. 1), which consists
of a cellular base station and several mobile devices. The
base station concurrently transmits K videos to U mobile
devices, where each mobile device receives and renders a
video chosen by its user. Throughout this paper, we use
node to refer to both the base station and mobile devices. All
mobile devices are equipped with two network interfaces for
cellular and ad hoc networks, respectively. Mobile devices
can always receive video data from the base station via
cellular links. Unlike cellular networks, ad hoc connectivity
is not guaranteed because a typical ad hoc network has a
shorter range than cellular networks.

Distributing live videos in a hybrid network is challeng-
ing because: (i) wireless networks are dynamic in terms
of connectivity, latency, and capacity, and (ii) video data
requires high throughput and low latency. To cope with these
challenges, we employ layered video coding [8], such as
H.264/SVC [18], to encode each video into L layers. Layer 1
is referred to as the base layer, which provides a basic video
quality. Layers 2,3, . . . ,L are enhancement layers, which
provide incremental quality improvements. An enhancement
layer is decodable if all layers below it are received. With
layered videos, we can dynamically adjust the number of
layers sent to each mobile device. While the adjustments
may be done very frequently, a subject user study [19]
reveals that frequent quality changes lead to degraded viewer
experience. Therefore, we divide each video into multiple
D-sec video segments, where D is a small integer. Quality
changes are only allowed at boundaries of segments. We let
S be the total number of segments of every video, and we
let tk,s,l (1 ≤ k ≤ K,1 ≤ s ≤ S,1 ≤ l ≤ L) be the transmission
unit of video k, segment s, and layer l.



We study an optimization problem in a recurring schedul-
ing window of W segments. We refer to a solution as a
schedule and we call an algorithm that runs at the base
station to compute schedules as a scheduler. The scheduler
on the base station takes feedback from networks, and
computes a new schedule every DW ′ secs (1 ≤ W ′ ≤ W ).
The feedback includes transmission unit availability yu

k,s,l
and mobile device location ωu =(ωu,x,ωu,y). We let yu

k,s,l = 1
if mobile device u holds unit tk,s,l , and yu

k,s,l = 0 otherwise.
We use ωu,x and ωu,y to denote the longitude and latitude
of u, which can be derived from Global-Positioning-System
(GPS) functionality, cellular network triangulations, and
WiFi fingerprints.

Each mobile device u reports its yu
k,s,l and ωu to the base

station, and the base station maintains the state of availability
and device location for all mobile devices 1 ≤ u ≤U . Given
that the base station maintains a global view of the hybrid
cellular and ad hoc network, the scheduler on the base station
has a potential to find global optimum solutions.

The base station sends a new schedule to all mobile
devices every DW ′ secs. The mobile devices then distribute
transmission units following the schedule. To maintain the
tractability, our schedule does not explicitly specify the
transmission time of each transmission unit. Rather, we
take a precedence list P = {(ps,i, pl,i) | 1 ≤ i ≤ WL} as an
input, where ps,i and pl,i represent the relative segment
number and layer number of precedence i transmission
unit in each scheduling window. More specifically, let sc

be the first segment of the current scheduling window,
mobile devices transmit scheduled transmission units in the
following order: tk,sc+ps,1,pl,1 , tk,sc+ps,2,pl,2, . . . , tk,sc+ps,WL,pl,WL ,
for any 1 ≤ k ≤ K. Mobile devices skip transmission units
that haven’t been received, and check their availability
again whenever a transmission unit is completely sent. For
concrete discussion, we employs the following precedence
list: {(0,1),(1,1), . . . ,(W − 1,1),(0,2),(1,2), . . . ,(W −
1,2), . . . ,(0,L),(1,L), . . . ,(W − 1,L)} if not otherwise
specified.

B. Problem Statement and Hardness

Problem 1 (Scheduling in a Hybrid Network): Given K
videos concurrently distributed from a cellular base station
to a large number of mobile devices over a hybrid cellular
and ad hoc network. Each video k is coded into multiple
transmission units, while each unit tk,s,l represents layer l of
segment s. Every DW ′ secs, we compute the schedule for
a recurring window of W segments and for every network
link, in order to maximize the overall video quality across
all mobile devices. The resulting schedule should be feasible
in the sense that the scheduled units can be delivered in DW ′

secs.
This scheduling problem is fairly general because: (i)

any mobile device can relay any transmission unit to other

mobile devices and (ii) each transmission unit can be dis-
seminated over different multicast trees.

Lemma 1 (Hardness): The scheduling problem in a hy-
brid cellular and ad hoc network is NP-Hard.
The proof is omitted due to the space limitation. Since the
scheduling problem in a hybrid network is NP-Hard, we
formulate it as an MILP in the next section.

IV. SYSTEM MODELS AND PROBLEM FORMULATION

A. Rate-Distortion Model

Our objective is to maximize the perceived video quality
under network bandwidth constraints. A popular method
to achieve such quality-optimized system is to use a rate-
distortion (R-D) model, which describes the mapping be-
tween video rates and degrees of quality degradation in
reconstructed videos. R-D models capture the diverse video
characteristics and enable media-aware resource allocation.
The distortion caused by not sending a transmission unit tk,s,l
to a mobile device can be divided into two parts [20]: (i)
truncation distortion and (ii) drifting distortion. Truncation
distortion refers to the quality degradation of pictures in
segment s itself, and drifting distortion refers to the quality
degradation of pictures in other segments due to imperfect
reconstruction of reference pictures. We assume each seg-
ment s contains a multiple of groups-of-picture (GoPs) and
thus can be independently decoded. This practical assump-
tion eliminates the needs to model drifting distortion.

We let qk,s,l to be the quality improvement when receiving
tk,s,l in addition to the previously received tk,s,l′ , where
l′ = 1,2, . . . , l − 1. While quality improvement can be in
any video quality metric, we use peak signal-to-noise ratio
(PSNR) for concrete discussion. We let zk,s,l be the size
of tk,s,l . The sets Qk = {qk,s′,l′ | 1 ≤ s′ ≤ S,1 ≤ l′ ≤ L}
and Zk = {zk,s′,l′ | 1 ≤ s′ ≤ S,1 ≤ l′ ≤ L} model the R-D
characteristics of video stream k. Qk and Zk are computed
during the encoding time, and sent to the base station as
meta-data along with the video stream k itself.

B. Network Capacity

In wireless networks, interference can be described
by a widely adopted model [21], where a transmission
is successful if and only if the signal-to-interference-
and-noise ratio (SINR) at the receiver is higher than a
threshold. The SINR between nodes i and j is mod-
eled by SINRi, j =

ei/(di, j)
α

N+∑k∈K ek/(dk, j)
α , where N is the noise,

ei denotes the transmission power of node i, di, j =√
(ωi,x −ω j,x)2 +(ωi,y −ω j,y)2 is the euclidean distance be-

tween i and j, K is the subset of nodes simultaneously
transmitting at some time instants over the same channel,
and α is the path loss exponent. The value of α depends on
wireless environments, and is typically in the range of (2,6].
We consider an interference dominated environment [12]
by letting N = 0 if not otherwise specified. We adopt
Gaussian co-channel interference model as in [12], [21] with



the link throughput bounded by Shannon capacity. For the
purpose of this work and for tractability of analysis we
do not model wireless protocol specific implementations,
adaptive techniques that might be deployed in the practical
wireless network settings, and wireless channel fading and
shadowing dynamics. Hence, we write the link capacity ci, j

as ci, j =W log2(1+ SINRi, j), where W is the bandwidth in
hertz.

In cellular networks, the base station runs a centralized
algorithm to allocate δu air-time to mobile device u, where
1 ≤ u≤U , and δ = ∑

U
u=1 δu is the total air-time reserved for

mobile data, which is a system parameter. Let node 0 be the
base station, the effective cellular capacity between it and
node u is δuc0,u, where δu (1 ≤ u ≤U) are variables of our
optimization problem.

In ad hoc networks, the air-time allocation is done by
distributed media access control (MAC) protocols, which
can be modeled by conflict graphs [15], [21], [22]. A conflict
graph shows the sets of links that cannot be simultaneously
activated and can be derived from the network graph. Let
G(V,E) be the network graph, where V and E are nodes
and edges. Its corresponding conflict graph G(V̄, Ē) is
constructed as follows. We first create a vertex ν̄i, j in V̄
for each edge εi, j ∈ E, and we add an edge connecting ν̄i, j

and ν̄k,l to Ē if nodes i or j are in nodes k or j’s transmission
range.

Each independent set selected from a conflict graph
G(V̄, Ē) corresponds to a set of edges in the communi-
cation graph G(V,E) that can be simultaneously activated
without interfering with each other. An independent set is
called a maximal independent set if adding any vertex to it
leads to a non-independent set. We let I1,I2, . . . ,IQ be all
maximal independent sets. Given Q maximal independent
sets, distributed MAC protocols allocate λq air-time to
maximal independent set Iq, where ∑

Q
q=1 λq ≤ 1 [22], [23].

λq (1 ≤ q ≤ Q) are variables of our optimization problem.
For a link εi, j ∈ E between two mobile devices i and j, the
effective ad hoc capacity is therefore ∑1≤q≤Q, ν̄i, j∈Iq λqci, j.

C. Controlling Distribution Latency

Our optimization problem only determines which trans-
mission units to send in the current scheduling window,
but does not model the fine-grained delivery time of each
transmission unit. We should mention that the unit delivery
time could be modeled using time-indexed Integer Linear
Program (ILP) [24]. In time-indexed ILP formulations, all
time intervals are expressed as (rounded to) multiples of a
sufficiently small time slot. In these formulations, short time
slots are essential for good performance, but short time slots
also lead to a large number of decision variables and render
the formulation computationally intractable.

We do not employ time-indexed ILP in our formulation,
but use two other approaches to control latency. First, we
limit each unit to be sent over at most H hops in each

scheduling window, where H is a small integer and a
system parameter. Second, we trim unnecessary indirect
paths as follows. Let Ak,s,l be the set of nodes that already
have unit tk,s,l . Nodes in Ak,s,l are potential sources for
distributing tk,s,l and all other mobile devices are receivers
of that transmission unit. For a source a ∈ Ak,s,l and an
arbitrary receiver u, there are many paths between them for
distributing tk,s,l . To avoid inefficient paths, we only consider
the paths that follow the breadth-first tree from the source
a to all mobile devices not in Ak,s,l . We let Na,h

k,s,l be the
receiving mobile devices that are h hops away from a∈Ak,s,l

in the breadth-first tree, where 1 ≤ h ≤ H. Mathematically,
we write:

Na,h
k,s,l =

⋃

u∈Na,h−1
k,s,l

Nu,1
k,s,l \Na,h−1

k,s,l \Na,h−2
k,s,l , (1)

where Na,1
k,s,l are a’s neighbors and Na,0

k,s,l = {a}.
Distributing transmission units over breadth-first trees not

only limits the distribution latency and avoid loops, but also
reduces the complexity of the considered problem without
sacrificing its optimality. This is because paths that do
not follow breadth-first trees are inefficient and should be
avoided.

D. Formulation

We define xa,v,u
k,s,l ∈ {0,1} to be a decision variable: xa,v,u

k,s,l =
1 if transmission unit tk,s,l is scheduled to be sent from node
v to node u over the breadth-first tree rooted at node a;
xa,v,u

k,s,l = 0 otherwise. The scheduling problem in a hybrid
cellular and ad hoc network is formulated in Eq. (2). In this
formulation, we refer to the base station as node 0. The
objective function in Eq. (2a) is the average video quality
achieved by all U mobile devices. The objective function
contains two terms (within the square brackets): the first term
considers the breadth-first tree rooted at the base station,
and the second term considers the breadth-first trees rooted
at mobile devices that directly receive the transmission unit
from the base station. We note that, if the objective function
only has the first term, a new transmission unit would only
have a breadth-first tree rooted at the base station with height
one because all mobile devices are one hop away from
the base station. Consequently, the transmission units would
never be exchanged over ad hoc networks. Hence, the second
term is critical to the utilization of the ad hoc network, and
overall video quality.

The constraints in Eqs. (2b) and (2c) model the air-
time allocation in the cellular network, and the constraints
in Eqs. (2d) and (2e) model the air-time allocation in
the ad hoc network. The constraints in Eq. (2f) guarantee
the dependency among layers. The constraints in Eq. (2g)
ensures a mobile device receives each transmission unit
from a single sender over a single breadth-first tree. The
constraints in Eq. (2h) makes sure that a mobile device sends



max
1
U

K

∑
k=1

sc+W

∑
s=sc

L

∑
l=1

qs,k,l

[
∑

a∈Ak,s,l\{0}

H

∑
h=1

∑
v∈Na,h−1

k,s,l

∑
u∈Na,h

k,s,l

xa,v,u
k,s,l + ∑

a′∈N0,1
k,s,l

H−1

∑
h=1

∑
v∈Na′ ,h−1

k,s,l

∑
u∈Na′,h

k,s,l

xa′,v,u
k,s,l

]
(2a)

s.t. ∑
K
k=1 ∑

sc+W
s=sc ∑

L
l=1

zk,s,lx
0,0,û
k,s,l

c0,ûDW ′ − δû = 0; (2b)

∑
U
u=1 δu − δ ≤ 0; (2c)

∑
K
k=1 ∑

sc+W
s=sc ∑

L
l=1 ∑a∈Ak,s,l

zk,s,lx
a,û,v̂
k,s,l

cû,v̂DW ′ −∑1≤q≤Q, ν̄û,v̂∈Iq λq = 0; (2d)

∑
Q
q=1 λq − 1 ≤ 0; (2e)

∑a′∈Ak̂,ŝ,l̂+1
∑

H
h=1 ∑

t∈Na′ ,h−1
k̂,ŝ,l̂+1

xa′,t,û
k̂,ŝ,l̂+1

− yû
k̂,ŝ,l̂

−∑a∈Ak̂,ŝ,l̂
∑

H
h=1 ∑t∈Na,h−1

k̂,ŝ,l̂

xa,t,û
k̂,ŝ,l̂

≤ 0; (2f)

∑a∈Ak̂,ŝ,l̂
∑

H
h=1 ∑t∈Na,h−1

k̂,ŝ,l̂

xa,t,û
k̂,ŝ,l̂

− 1 ≤ 0; (2g)

∑a′∈Ak̂,ŝ,l̂
∑

t′∈Na′ ,ĥ
k̂,ŝ,l̂

xa′,t′ ,û
k̂,ŝ,l̂

−∑a∈Ak̂,ŝ,l̂
∑

t∈Na,ĥ−1
k̂,ŝ,l̂

xa,t,û
k̂,ŝ,l̂

≤ 0; (2h)

∀ 1 ≤ û, v̂ ≤U, 1 ≤ k̂ ≤ K, 1 ≤ ŝ ≤ S, 1 ≤ l̂ ≤ L, 1 ≤ ĥ ≤ H.

a transmission unit only if it receives that unit in current or
earlier scheduling windows.

V. SOLUTIONS

A. An MILP-based Solution: POPT

The formulation in Eq. (2) is an MILP problem and may
be solved by MILP solvers. However, Eqs. (2d) and (2e)
include all the maximal independent sets Iq (1 ≤ q ≤ Q) in
the conflict graph, and finding all Iq itself is an NP-Complete
problem [25]. Therefore, it is computationally impractical
to consider all Q maximal independent sets. Jain et al. [26]
propose a random search algorithm for deriving a subset
of maximal independent sets that is sufficient for optimal
schedulers. Li et al. [23] show that this random search algo-
rithm is inefficient, and propose a priority-based algorithm
to find the maximal independent sets that will be used in the
optimal schedule with high probability. While the priority-
based algorithm is defined for the throughput optimization
problem in a multi-radio, multi-channel wireless network, it
can be extended to other conflict graph based optimization
problems by revising the definition of the scheduling priority.
Readers are referred to Li et al. [23] for more details on this
algorithm.

We define a new priority function for each ad hoc link to
achieve four design heuristics:

1) The links into mobile devices with more descendants
in breadth-first trees are given higher priorities.

2) The links into mobile devices on breadth-first trees
of transmission units with higher quality improvement
values are given higher priorities.

3) The links with higher ad hoc link capacities are given
higher priorities.

4) The links from mobile devices with higher cellular
link capacities are given higher priorities.

Specifically, we define the priority function f (v,u) of an
edge from v to u as:

f (v,u) = fa(u)+ fc(v), (3)

where fa(u) and fv(v) are the “importance” factors due to
the ad hoc network and the cellular network, respectively.
They are computed as:

fa(u) = cv,u

K

∑
k=1

sc+W

∑
s=sc

L

∑
l=1

∑
a∈Ak,s,l\{0}

ma,u
k,s,lqk,s,l , (4)

fc(v) = δc0,v

K

∑
k=1

sc+W

∑
s=sc

L

∑
l=1

mv,v
k,s,lqk,s,l , (5)

where ma,u
k,s,l is the number of descendants of mobile device u

on the breadth-first tree rooted at node a for video k, segment
s, and layer l.

With the priority function f (v,u), we leverage the priority-
based algorithm [23] to generate a small set of Q̂ (1 ≤
Q̂ ≤ Q) maximal independent sets that will be employed
by the optimal schedules with high probability. We then
apply a practical simplification on the formulation in Eq. (2)
by only considering the Q̂ maximal independent sets in
the constraints in Eqs. (2d) and (2e). Unlike the original
formulation that may consist of exponentially many maximal
independent sets, the simplified formulation has a reasonable
number of maximal independent sets, and can be solved by
MILP solvers. We use an MILP solver to solve the simplified
formulation, and we refer to it as Prioritized Optimization
(POPT) algorithm.



1. for i = 1 to WL // step 1
2. let s = sc + ps,i; l = pl,i

3. for k = 1 to K
4. let R = {u | 1 ≤ u ≤U} // all mobile devices
5. more1:
6. foreach root a in Ak,s,l

7. foreach edge between u and v following the
7. breadth-first tree rooted at a, where v ∈ R
8. let c̃u,v = c̃u,v + zk,s,l/(DW ′); R = R\{v}
9. if R � ∅
10. let û be the device in R with the highest c0,û

11. let R = R\{û}
12. goto more1 with û as the next root
13. if c̃u,v for all 1 ≤ u,v ≤U is infeasible break
14. let ĉu,v = c̃u,v for all 1 ≤ u,v,≤U // best demands
15. solve LP in Eq. (6) with ĉu,v for c∗u,v // opt. b/w
16. let c̄u,v = c∗u,v for 1 ≤ u,v ≤U // step 2, remaining b/w
17. for i = 1 to WL // precedence list
18. let s = sc + ps,i; l = pl,i

19. sort K videos on qk,s,l/zk,s,l

20. foreach video k in the descending order
21. let R = {u | 1 ≤ u ≤U} // all mobile devices
22. sort Ak,s,l \{0} on ma,a

k,s,l // on tree size
23. more2:
24. foreach root a in the descending order
25. foreach edge between u and v following the
25. breadth-first tree rooted at a, where v ∈ R
26. if c̄u,v ≥ zk,s,l/(DW ′)

27. let xa,u,v
k,s,l = 1; c̄u,v = c̄u,v − zk,s,l/(DW ′);

27. R = R\{v}
28. else
29. let xa,u,v

k,s,l = 0; truncate the tree at v
30. if R � ∅
31. sort u ∈ R on c0,u // cellular capacity
32. foreach û in the descending order
33. if zk,s,l/c0,û ≤ δ −∑

U
u′=1 δu′

34. let xa,0,û
k,s,l = 1; δû = δû +

zk,s,l
c0,û

; R = R\{û}
35. goto more2

Figure 2: MTS: the proposed efficient scheduling algorithm.

B. An Efficient Algorithm: MTS

Since MLIP problems are NP-Complete, the POPT algo-
rithm may not scale well with the number of mobile devices.
Through extensive simulations (see Sec. VI), we find that the
POPT algorithm runs efficiently for hybrid networks with
up to 20 mobile devices. For hybrid networks with more
mobile devices, we present an efficient heuristic algorithm
in the following. The algorithm first probes the maximum
feasible ad hoc network capacity based on transmission
unit availability. It then greedily schedules transmission

units until the ad hoc and cellular network capacities are
both saturated. We refer to this algorithm as Maximum
Throughput Scheduling (MTS) algorithm.

Fig. 2 gives the pseudo-code of the proposed MTS algo-
rithm. This algorithm consists of two steps. In step 1, we
derive the demand capacity ĉu,v for each link from mobile
device u to v. We iterate through the transmission units
following the precedence list, which generally starts from
lower to higher layers and from earlier to later segments.
For each transmission unit, we schedule it to be delivered
to all mobile devices that do not have that unit yet, and we
employ the cellular network to help the ad hoc network if
needed. We accumulate the required ad hoc capacity c̃u,v

for each ad hoc link by calculating the ratio of total unit
size sent over it and the rescheduling frequency DW ′. After
considering each transmission unit, we check whether the
current ad hoc capacity c̃u,v is feasible using the conflict
graph G(V̄, Ē), and we let demand capacity ĉu,v = c̃u,v be
the last feasible ad hoc link capacity.

Upon getting demand capacity ĉu,v, we compute the
maximum ad hoc network capacity by solving a Linear
Program (LP):

max ∑1≤q≤Q̂ ∑ν̄u,v∈Iq cu,vλ q (6a)

s.t. ∑
Q̂
q=1 λq ≤ 1; (6b)

cu,v ∑1≤q≤Q̂,ν̄u,v∈Iq
λq ≥ ĉu,v. (6c)

This formulation maximizes the total ad hoc capacity in
Eq. (6a), while guaranteeing the demand capacity is met
in Eq. (6c). Eq. (6) can be efficiently solved by LP solvers.
Let λ ∗

q (1 ≤ q ≤ Q̂) be the optimum air-time allocation, we
compute the optimum effective ad hoc link capacity between
mobile device u and v as:

c∗u,v = cu,v ∑1≤q≤Q̂,ν̄u,v∈Iq
λ ∗

q . (7)

In step 2, we traverse through the precedence list, and we
go through the transmission units of different videos on the
descending order of the ratio of quality improvement and
unit size. We consider the transmission units with higher
ratios earlier, because sending them leads to more efficient
schedule in the R-D fashion. Next, for each transmission
unit, we sort the mobile devices that already hold that
transmission unit on the numbers of descendants on their
breadth-first trees. We iterate through these mobile devices,
and schedule the transmission unit as long as the remaining
link capacity permits. We stop once the current transmission
unit is distributed to all mobile devices. If the transmission
unit can not be received by some mobile devices, we use
the cellular links to help. The algorithm stops upon both
maximum ad hoc link capacity and cellular data air-time
allocation δ are saturated.

The next lemma (proof is omitted due to space limitations)
shows that the MTS algorithm runs in polynomial time.



Lemma 2 (Complexity): The MTS algorithm given in
Fig. 2 runs in polynomial time in the worst-case, if the
LP formulation in Eq. (6) is solved by a polynomial time
LP solver. For example, with Karmarkar’s interior point
method [27], the MTS algorithm has a time complexity of
O
[
Q̂5.5E2+WLK(logK+1)U(logU +1)

]
, where E = |E| is

the number of edges in the network graph. Hence, the MIT
algorithm scales to hybrid networks with a large number of
mobile devices.

VI. EVALUATION

A. Setup

We have implemented a trace-driven simulator using a
combination of C, MATLAB, and CPLEX [28]. Specifically,
we use: (i) C to implement the simulator framework, (ii)
MATLAB to prepare the objective functions and constraints
of the MILP and LP formulations, and (iii) CPLEX to
solve the MILP and LP problems. We have implemented the
proposed POPT and MTS algorithms in the simulator. We
have also implemented a cellular only optimal scheduler for
comparison, which is referred to as Current in the figures.
We emphasize that Current is not a naive algorithm; rather,
it achieves optimal cellular air-time allocation, but it does
not leverage on the auxiliary ad hoc network. We cannot
compare our work against other data transfer solutions [10]–
[15], which are not media aware, nor [17], which assumes
base stations support multicast/broadcast.

The simulator takes two type of traces as inputs: (i)
mobility traces and (ii) video traces. The mobility traces are
synthetically generated using the random waypoint model
with a maximum speed of 10 m/sec, a minimum speed of
1 m/sec, and a pause time of 30 sec. We adopt the video
traces of H.264/SVC layered videos from an online video
library [29]. In this paper, we report sample simulation
results of distributing Crew video. However, the proposed
formulation and solutions are general and also work for the
scenarios where mobile devices watch different videos.

We consider D= 2 sec segments, and we vary the schedul-
ing window W = 2,4,6. We let W ′ =W/2 if not otherwise
specified. We consider the number of mobile devices U =
5,10,15,20,30,40,60,80 watching live videos. The nodes
are randomly distributed over a 600×600 m2 cell. The cel-
lular network data rates are Rc = 384,600,1024,2048,4096
kbps, and the ad hoc data rates are Ra = 2,11 Mbps. Mobile
data air-time δ in the cellular network is 0.75, and ad hoc
transmission range is 100 m. We assume an initial buffering
time T0 = 3 secs when determining whether a transmission
unit misses its playout deadline. For the POPT and MTS
algorithms, we let maximum hop count H = 1,2,3,4,5.
Furthermore, we use the default settings of CPLEX [28]
when solving MILP problems. All the experiments are run
on a Linux workstation with an Intel 3.2 GHz CPU.

We conduct experiments with different parameters, in-
cluding: (i) number of mobile devices U , (ii) maximum

hop count H, and (iii) scheduling window size W . In
each experiment, we vary one parameter, and fix all other
parameters. Each simulation lasts for 10DW ′ secs.

Metrics investigated in our experiments include: (i) per-
ceived video quality in PSNR (dB), (ii) delay in sec, (iii)
delivery ratio, which is the ratio of the ontime units over
all scheduled units, and (iv) missed segment ratio, which is
the fraction of undecodable segments due to misses of base
layers.

B. Simulation Results

Performance Improvement. We investigate the perfor-
mance improvement achieved by the hybrid network with
different number of mobile devices U . For the POPT algo-
rithm, we stop at U = 30 because it takes prohibitively long
time when solving a problem with more mobile devices. We
set Rc = 600 kbps, Ra = 11 Mbps, and H = 3. Fig. 3(a) plots
the video quality. This figure shows that, for a PSNR require-
ment of 20 dB, the Current scheduler can only support 10
mobile devices, while the POPT and MTS algorithms can
support 80+ mobile devices. Fig. 3(b) plots the same quality
results with 95% confidence intervals. This figure reveals
that the POPT and MTS algorithms achieve better fairness
among mobile devices, while the Current scheduler leads to
up to 10 dB quality difference. We plot the missed segment
ratio in Fig. 3(c), which illustrates that, for the Current
scheduler, the cellular network capacity is quickly saturated
with increasingly more mobile devices. For example, with
only 10 mobile devices, the Current scheduler fails to deliver
about 17% base layer units, which will lead to unacceptable
user experience.

Next, we plot the delivery ratio of different schedulers in
Fig. 4(a), and mean delivery delay in Fig. 4(b). We observe
that the delivery ratio is always higher than 96% in Fig. 4(a),
and the delivery delay is fairly stable with increasingly more
mobile devices in Fig. 4(b). These two figures show that
although our formulation doesn’t explicitly model delivery
delay, nearly all scheduled units are delivered in time.

Time Complexity. We plot the running time of the POPT
and MTS algorithms in Fig. 4(c). This figure shows that the
POPT algorithm runs fast with 20 or fewer mobile devices.
However, its running time dramatically increases with more
than 20 mobile devices. While the MTS algorithm is more
efficient, it achieves near-optimal video quality: at most 2.3
dB gap is reported in Fig. 3(a). We only consider the MTS
algorithm in the rest of this section.

Maximum Hop Count. We study the implication of
maximum hop count H on the MTS algorithm. We let Rc =
2048 kbps and Ra = 2 Mbps, U = 30,40, and vary H. We
plot the video quality in Fig. 5(a), which shows that the best
H value is 4 for U = 30, and is 3 for U = 40. Fig. 5(b) gives
the running time of different H values, which illustrates that
the MTS algorithm scale well with H in terms of running
time.
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Figure 3: Performance improvement: (a) video quality, (b) video quality with 95% confidence interval, and (c) missed
segment ratio.
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Figure 4: Performance comparison: (a) delivery ratio, (b) delivery delay, and (c) running time.

Scheduling Window Size. Selecting a good scheduling
windows size W is challenging: a too small W may constrain
the optimization algorithm to redistribute network resources
among segments, while a too large W may lead to low
delivery ratio because of device mobility. We let U = 30,
Rc = 600 kbps, Ra = 11 Mbps, and W = 2,4,6. Table I
summarizes the results. It shows that W = 2 is too small
and results in low video quality, while larger W leads to
better video quality and slightly longer running time.

VII. CONCLUSIONS AND FUTURE WORK

We studied the problem of optimally leveraging an aux-
iliary ad hoc network to boost the overall video quality
of mobile users in a cellular network. We formulated this
problem as an MILP problem to jointly solve the gateway
selection, ad hoc routing, and video adaptation problems for
a global optimum schedule. We proposed two algorithms:
(i) an MILP-based algorithm, POPT and (ii) a heuristic
algorithm, MTS. Extensive simulation results indicate that
the POPT and MTS algorithms significantly outperform the
current mechanisms that do not leverage an auxiliary ad
hoc network. For example, the POPT and MTS algorithms
achieve up to 20 dB higher video quality than the Current
scheduler.

Our work can be extended to apply to multiple domains.
From a broader viewpoint, massive delivery of rich informa-
tion is useful in a range of mission critical scenarios such
as military command-and-control and emergency response
applications where existing infrastructure may be damaged,
inaccessible, or overloaded. For example, customized notifi-
cations in emergency alerting situations will make it possible
for users to receive rich alerts (such as evacuation maps
and traffic routes) based on their current context for a
more effective response. The ability to combine multiple
infrastructure and ad hoc connectivities to achieve faster
and improved information exchange on a societal scale, as
demonstrated in this paper, is key to enabling richer mobile
applications for the future.
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